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Abstract—The return-on-investment (ROI) of robotization is defined as the difference between the money earned through robotization and the investment put on the robotic system. In industrial practice, the ROI is often prioritized over other factors. There are two ways to help increase the ROI, namely, 1) improving robot productivity and 2) maximizing the robot service life. In fact, faster robot motion (i.e., higher productivity as preferred) with larger joint torque would lead to a higher chance of hardware failure. Therefore, it is of interest to develop a method that can maximize the robot service life without sacrificing the productivity. This paper presents a trajectory re-planning algorithm for this purpose. The idea is to increase the time duration for some periods of motion to extend the reducer life, while reduce the time duration for some other periods of motion to shorten the cycle time. The performance of the proposed method is evaluated on the FANUC M16iB robot system. The results show that the method can improve the expected worst-case service life by approximately 10%. Computation issues of the proposed algorithm are discussed.

I. INTRODUCTION

In most industrial robotic applications, the two major criteria, precision and productivity, are often emphasized as the ultimate objectives. When deploying the robots to the production lines, however, the return-on-investment (ROI) is actually one of the most important factors that the robot end-users need to consider. ROI is a comparison of the money earned through robotization to the investment on the robotic system itself. While improving robot performance (e.g., precision and productivity) can help increase the ROI, maximizing the robot service life is another major approach to achieve a larger return. In other words, these three criteria are the key components of the attractiveness of robotization. This paper will study how, by motion re-planning, the robot service life can be prolonged, without sacrificing the robot precision (i.e., not changing the motion path) or productivity (i.e., not increasing the cycle time).

Maximizing the robot service life means to enable the robot working in a reliable operation status without failures (especially hardware failures) for the longest time. The most commonly seen failure in current industrial robots is the reducer failure for robot joints, which limits the overall robot service life. The reducer life is usually determined by the joint speed and reducer torque. Therefore, prolonging the reducer life without constraints would generally increase the cycle time (as the motion acceleration/speed is reduced) and decrease the robot utility. However, given a set of pre-planned motions, it is possible that these motion are not up to the robot physical limits. Even for the same speed/acceleration, reducer loads for different postures would be quite different. That means that it is possible to make a balance between reducing the robot speed for one period of motion to increase the reducer life and increasing the robot speed for some other periods of motion to keep the cycle time unchanged. Based on this idea, this paper presents a path-constrained trajectory planning method for optimizing the robot service life. The performance of the proposed method is evaluated on the FANUC M16iB robot system.

II. PROBLEM FORMULATION

The problem can be termed as an optimization problem to achieve the optimal practical trade-off. More specifically, the optimization problem can be described as follows. Given a set of continuous motions, re-plan the motions such that a) the robot service life (particularly the reducer service life) is maximized, while b) keeping the motion path unchanged, c) keeping the cycle time not increased, and d) not violating the other limitations such as motor speed limit, and reducer speed/torque limit. This section will focus on how to mathematically formulate the problem.

A. Reducer Service Life Calculation

As the goal of the proposed trajectory planner is to maximize the reducer service life, it is natural to set the cost function as an estimate of the reducer service life. In [1], it is shown that the expected reducer service life can be computed by:

\[ L = \frac{\lambda}{|q|_{avg}} \left( \frac{1}{|u|_{avg}} \right)^c \]  

(1)

where \( c \) and \( \lambda \) are constants that may vary from one reducer model to another. \(|u|_{avg}\) and \(|q|_{avg}\) are, respectively, the average torque and the average speed defined by:

\[ |u|_{avg} = \left( \frac{\sum_{k=1}^{K} t_k |q_k| |u_k|^c}{\sum_{k=1}^{K} t_k |q_k|} \right)^{1/2} \]

\[ |q|_{avg} = \frac{\sum_{k=1}^{K} k |q_k| t_k}{\sum_{k=1}^{K} t_k} \]

where \( t_k \) is the time interval in the \( k \)-th segment of motion, \( K \) is the number of total segments, \( u_k \) is the motor torque, and \( q_k \) is the motor speed.
B. Path-Constrained Trajectory Planning

The problem of path-constrained trajectory planning is to change the robot motion speed and acceleration simultaneously while keeping the robot path (in either the task space or the joint space) unchanged [2]. Consider a motion trajectory $q(t)$ defined in the joint space. We can parametrize it by introducing a variable $s = s(t) \in [0,1]$ such that $q = f_q(s)$, where the function $f_q$ describes the mapping from the parametric space to the robot joint space. This mapping allows to perform trajectory planning along the path of $q$ by re-scheduling the parameter $s(t)$. Since the proposed trajectory planner is formulated in the parametric space, the re-planned trajectory will automatically satisfy the path-fixed constraint. This technique has been used in [3,4,5] with applications to time-optimal trajectory planning and in [6] with an application to energy-optimal trajectory planning.

It is of interest to note that as the motion path is unchanged, it is unnecessary to explicitly introduce singularities avoidance methods [7] to the planner.

C. Non-increasing Cycling Time

To solve a planning problem with the cost function (1), it is natural to consider time interval $t_k$ as a variable. This allows us to manipulate the trajectory by controlling the time intervals of each path segment. However, when using this formulation, the constraint of non-increasing cycling time needs to be described explicitly in the optimization problem as $\sum_{k=1}^{K} t_k \leq T$, where $T$ is an upper bound of the traveling time. An alternative is to partition the path into $K$ segments with equal intervals $\Delta t$ and to manipulate the trajectory by controlling the parametric variable $s$ at each path segment. By doing this, equation (1) can be simplified as:

$$ L = \lambda \sum_{k=1}^{K} \Delta t \frac{\sum_{k=1}^{K} \Delta t |\dot{q}_k|}{\sum_{k=1}^{K} |\ddot{q}_k| |u_k|^c} $$

It is important to note that, in the above formulation, the variables of time interval $t_k$ are pruned off from the cost function. It implicitly means that the cycle time of all possible choices of trajectories with this expression would remain unchanged. More precisely, it automatically satisfies the constraint $\sum_{k=1}^{K} t_k = K \Delta t \leq T$ as long as the designed time interval $\Delta t$ satisfies $\Delta t \leq \frac{T}{K}$.

D. Robot Model in Parametric Space

Similar to many other trajectory planning problems, the maximum service life trajectory cannot violate robot physical limits. A popular approach to deal with the robot constraints is to represent the whole robot dynamics and robot kinematic in terms of the decision variable $s$ [8]. To be precise, we have:

$$ q = f_q(s) $$

$$ \dot{q} = \nabla f_q(s) \dot{s} $$

$$ \ddot{q} = \nabla^2 f_q(s)|\dot{s}|^2 + \nabla f_q(s) \ddot{s} $$

$$ u = M(q) \dot{q} + C(q, \dot{q}) \ddot{q} + F(q) $$

$$ = M(f_q(s)) (\nabla^2 f_q(s)|\dot{s}|^2 + \nabla f_q(s) \ddot{s}) + G(f_q(s)) $$

$$ + C(f_q(s), \nabla f_q(s) \dot{s}) \nabla f_q(s) \ddot{s} + F(\nabla f_q(s) \ddot{s}) $$

where $M$ is the inertia matrix, $C$ is the Coriolis and centrifugal force matrix, $F$ is the friction force, and $G$ is the gravity force. With this parametric space robot model, the constraints of not violating robot physical limits would simply serve as a set of inequality nonlinear constraints:

$$ \bar{u} \geq u_k(s_k, \dot{s}_k, \ddot{s}_k) \geq \underline{u} $$

$$ \bar{\dot{q}} \geq \dot{q}_k(s_k, \dot{s}_k) \leq \underline{\dot{q}} $$

where $\{\underline{u}, \bar{u}\}$ and $\{\underline{\dot{q}}, \bar{\dot{q}}\}$ are motor torque limits and motor speed limits, respectively. This paper only considers the speed limits and the torque limits. An extension of considering acceleration limits can be done without additional difficulties.

III. OPTIMAL CONTROL BASED TRAJECTORY PLANNER

Although it is not unusual to consider a trajectory planning problem as an optimal control problem [9], a key contribution of this paper is to apply this idea to the parametric space for a path-constrained planning problem. Namely, we assume that there is a dynamic model $f_{sc}$ and a continuous control input signal $v_t$ in the parametric space governing the value of the parameter $s$ in the following way:

$$ \left[ \dot{s}_t, \ddot{s}_t, \dddot{s}_t \right] = f_{sc}^T(s_t, \dot{s}_t, \ddot{s}_t, v_t) $$

By discretizing the model with a sampling interval $\Delta t$, we have:

$$ \left[ s_{k+1}, \dot{s}_{k+1}, \ddot{s}_{k+1} \right] = f_{sc}^T(s_k, \dot{s}_k, \ddot{s}_k, v_k; \Delta t) $$

With this discrete-time dynamics in the parametric space, the trajectory planning task becomes the problem of finding a sequence of control inputs $\{v_k\}$ that drive the parameter $s$ from zero to one within $K$-steps. The overall problem is formulated as follows:

$$ \begin{align*}
\max_{s_k, \dot{s}_k, \ddot{s}_k, v_k} & \quad \lambda K \\
\text{subject to} & \quad \forall k: \dot{q} \leq \dot{q}_k(s_k, \dot{s}_k, \ddot{s}_k) \leq \bar{\dot{q}} \\
& \quad u \leq u_k(s_k, \dot{s}_k, \ddot{s}_k) \leq \bar{u} \\
& \quad [s_{k+1}, \dot{s}_{k+1}, \ddot{s}_{k+1}] = f_{sc}^T(s_k, \dot{s}_k, \ddot{s}_k, v_k; \Delta t) \\
& \quad s_1 = 0, s_K = 1
\end{align*} $$

Note that this formulation implicitly restricts the parametric space variable $s$ to be non-decreasing since any reverse action in the parametric space can only decrease the performance index.
The discrete-time dynamic model $f_{sd}$ in the parametric space is a design variable. It describes the relationship between states $\{s, \dot{s} \}$ and input $v$ at two consecutive time steps. A simple choice is to set it as a third-order kinematic model, which has the equation:

$$
\begin{bmatrix}
    s_{k+1} \\
    \dot{s}_{k+1} \\
    \ddot{s}_{k+1}
\end{bmatrix} =
\begin{bmatrix}
    1 & \frac{\Delta t}{2} & 0 \\
    0 & 1 & \frac{\Delta t}{2} \\
    0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
    s_k \\
    \dot{s}_k \\
    \ddot{s}_k
\end{bmatrix} +
\begin{bmatrix}
    \Delta t^3 \\
    \Delta t^2 \\
    \Delta t
\end{bmatrix}
\begin{bmatrix}
    v_k
\end{bmatrix}
$$

(8)

For simplicity of notation, we define nonlinear function $J_k$ and $g_k$ as follows:

$$
J_k(z_k, v_k) := \frac{1}{K} (\sum_{i=1}^{K} \max_{\bar{s}_k} J_i(z_k, \bar{s}_k, v_k))^{\gamma}
$$

(9)

$$
g_k(z_k, v_k) :=
\begin{bmatrix}
    \dot{q}_k(s_k, \dot{s}_k) - \bar{q} \\
    -\ddot{q}_k(s_k, \dot{s}_k) - \ddot{q} \\
    \nu_k(s_k, \dot{s}_k, \ddot{s}_k) - \bar{u} \\
    -u_k(s_k, \dot{s}_k, \ddot{s}_k) + \bar{u}
\end{bmatrix}
$$

(10)

Then, the original optimization problem becomes:

$$
\max_{z, v} \frac{1}{\sum_{k=1}^{K} J_k(z_k, v_k)}
\text{subject to } \forall k: z_{k+1} = A_s(\Delta t)z_k + B_s(\Delta t)v_k
\text{ and } g_k(z_k, v_k) \leq 0
\text{ and } s_1 = 0, s_K = 1
$$

(11)

where the decision variables $z$ and $v$ are lifted vectors of $\{z_k\}$ and $\{v_k\}$, respectively. Now given an arbitrary parametric interval $\Delta t$, we use the above program to find a sequence of inputs that drive the parameter $s$ from zero to one in the parametric space. The resulting trajectory corresponds to the reducer torques that maximize the robot service life.

This result can be extended to multi-joint robots. By considering the worst case service life among all robot joints, we have a max-min problem as follows:

$$
\max_{z, v} \min_{i \in I} \frac{1}{\sum_{k=1}^{K} J^{(i)}_k(z_k, v_k)}
\text{subject to } \forall k: z_{k+1} = A_s(\Delta t)z_k + B_s(\Delta t)v_k
\text{ and } g^{(i)}_k(z_k, v_k) \leq 0
\text{ and } s_1 = 0, s_K = 1
$$

(11)

where $I = \{1, 2, \ldots, n\}$ is the set of robot joints.

By solving the optimization problem (11), we have a discrete-time parametric-space trajectory described by $z^*_k$ and $v^*_k$. The continuous-time trajectory can be reconstructed by:

$$
s^*(t) = s^*_k + \dot{s}^*_k \tau + \ddot{s}^*_k \frac{\tau^2}{2} + \dddot{s}^*_k \frac{\tau^3}{3!}
$$

$$
\dot{s}^*(t) = \dot{s}^*_k + \ddot{s}^*_k \tau + \dddot{s}^*_k \frac{\tau^2}{2!}
$$

$$
\ddot{s}^*(t) = \ddot{s}^*_k + \dddot{s}^*_k \tau
$$

where $(k-1)\Delta t \leq t \leq k\Delta t$ and $\tau = (t - (k-1)\Delta t)$. Then, substituting the sequence of parameters $\{s^*(t), \dot{s}^*(t), \ddot{s}^*(t)\}$ into the robot dynamics (2)-(5) gives us the joint space trajectory and the corresponding motor torques.

IV. ALGORITHM

The program shown in (11) is not convex due to the non-convexities in the cost function, the robot dynamics, and the path parameterization. A possible solution to this problem is the approximate dynamic programming (ADP) [10]. A benefit of solving ADP is that it provides the explicit control policy for all initial condition $s_1$. However, it requires constructing a cost-to-go function in each step of ADP, and hence will cost a lot of computation and memory. As the initial condition $s_1$ is always zero in our application, there is no need to spend such computation/memory for finding the complete control policy.

An alternative solution is the sequential quadratic programming (SQP) [11,12]. The idea of SQP is to linearize the constraints with respect to an operation point $(\bar{z}, \bar{v})$, then solve an approximate convex program locally by fitting a quadratic program (QP) [12] around $(\bar{z}, \bar{v})$. This approximate QP can be solved directly using commercial optimization solvers. The solution will be used to update the operation point and the next iteration of SQP would be performed at the updated point.

Note that there exist some issues of applying the standard SQP algorithm to the problem. Namely, computing the Hessian matrix of the cost function (with a large number of parametric segments $K$) can be nontrivial. This paper therefore provides a better formulation so that the Hessian matrix in each iteration of SQP can be obtained efficiently. More precisely, we reformulate the problem so that the new cost function has a sparse Hessian matrix.

We first consider the single joint case. Note that since $J$ is a positive function, the maximization problem can be reformulated as a minimization problem by taking the reciprocal of the cost function as follows:

$$
\forall i : \arg \max_{z, v} \frac{1}{\sum_{k=1}^{K} J^{(i)}_k(z_k, v_k)} = \arg \min_{z, v} \sum_{k=1}^{K} J^{(i)}_k(z_k, v_k)
$$

(11)

By extending this idea to multi-joint robot, we obtain the following min-max problem:

$$
\min_{z, v} \max_{i \in I} \sum_{k=1}^{K} J^{(i)}_k(z_k, v_k)
\text{subject to } \forall k: z_{k+1} = A_s(\Delta t)z_k + B_s(\Delta t)v_k
\text{ and } g^{(i)}_k(z_k, v_k) \leq 0
\text{ and } s_1 = 0, s_K = 1
$$

Taking the Lagrangian of the above problem (without considering the linear constraints) yields:

$$
L(z, v, \mu) = \left( \max_{i \in I} \sum_{k=1}^{K} J^{(i)}_k(z_k, v_k) \right)
+ \sum_{i \in I} \left( g^{(i)}_k(z_k, v_k) \right)
$$
where &mu; is the Lagrange multiplier. Then given an operation point \((\bar{z}, \bar{v})\), the SQP subproblem can be obtained by:

\[
\begin{align*}
\min_{z, v} & \quad \nabla L(\bar{z}, \bar{v}, \mu) \begin{bmatrix} \frac{\partial L}{\partial \bar{z}} \\ \frac{\partial L}{\partial \bar{v}} \end{bmatrix} + \frac{1}{2} \frac{\partial^2 L}{\partial \bar{z} \partial \bar{v}} \begin{bmatrix} \bar{z} \\ \bar{v} \end{bmatrix} \\
\text{subject to} & \quad \forall k : z_{k+1} = A_s(\Delta t)z_k + B_s(\Delta t)v_k \\
& \quad \forall k, i : g_k(\bar{z}_k, \bar{v}_k) + \nabla g_k(\bar{z}_k, \bar{v}_k) \begin{bmatrix} \bar{z}_k \\ \bar{v}_k \end{bmatrix} \leq 0 \\
& \quad s_1 = 0, s_K = 1
\end{align*}
\]

where \(\bar{z} := z - \bar{z}\) and \(\bar{v} := v - \bar{v}\).

Note that as the values of \((\bar{z}, \bar{v})\) have been assigned in each SQP iteration, we can eliminate the maximization term in the Lagrangian by pre-computing the following quantity at the beginning of each SQP step:

\[
\bar{i} = \arg \max_{i \in I} \sum_{k=1}^{K} J_k^{(i)}(\bar{z}_k, \bar{v}_k)
\]

This results in a modified Lagrangian function:

\[
\begin{align*}
L(\bar{z}, \bar{v}, \mu) &= \sum_{k=1}^{K} J_k^{(i)}(\bar{z}_k, \bar{v}_k) + \sum_{i \in I} \sum_{k=1}^{K} (\mu_k(\bar{z}_k, \bar{v}_k) T g_k^{(i)}(\bar{z}_k, \bar{v}_k)) \\
&= \sum_{k=1}^{K} \left( J_k^{(i)}(\bar{z}_k, \bar{v}_k) + \sum_{i \in I} (\mu_k(\bar{z}_k, \bar{v}_k) T g_k^{(i)}(\bar{z}_k, \bar{v}_k)) \right)
\end{align*}
\]

where \(L_k\) is a one-step Lagrangian that is a function of \((\bar{z}_k, \bar{v}_k)\). Since the original Lagrangian \(L\) has been decoupled into \(K\) one-step Lagrangian functions, we are able to take advantage of the sparsity in Hessian matrix [13] to get the modified SQP subproblem:

\[
\begin{align*}
\min_{z, v} & \quad \sum_{k=1}^{K} \left( \nabla L_k \begin{bmatrix} \bar{z}_k \\ \bar{v}_k \end{bmatrix} + \frac{1}{2} \begin{bmatrix} \bar{z}_k \\ \bar{v}_k \end{bmatrix} \nabla^2 L_k \begin{bmatrix} \bar{z}_k \\ \bar{v}_k \end{bmatrix} \right) \\
\text{subject to} & \quad \forall k : z_{k+1} = A_s(\Delta t)z_k + B_s(\Delta t)v_k \\
& \quad \forall k, i : g_k(\bar{z}_k, \bar{v}_k) + \nabla g_k(\bar{z}_k, \bar{v}_k) \begin{bmatrix} \bar{z}_k \\ \bar{v}_k \end{bmatrix} \leq 0 \\
& \quad s_1 = 0, s_K = 1
\end{align*}
\]

This allows us to solve the original problem using \(K\) number of \(4 \times 4\) Hessian matrices rather than using a \(4K \times 4K\) Hessian matrix.

V. CASE STUDIES

The proposed trajectory planning algorithm is applied to maximize the service life of the FANUC M-16iB robot [14]. The FANUC M-16iB robot is a medium-size robot used for high-speed applications such as laser cutting and material handling. It has six joints driven by indirect drive mechanisms. Each joint is equipped with a built-in motor encoder. The sampling rates of all the sensors and the robot controller are set to be 1kHz. A payload with a weight of 18.37kg is mounted at the last joint as the end-effector to mimic the real-world working conditions. The configuration of the FANUC M-16iB robot system is shown in Fig. 2.
The specifications of the reducer models and robot physical limits of the FANUC M-16iB robot are listed in Table I. Note that the joints $J_3$, $J_5$, and $J_6$ are equipped with customized gear boxes or harmonic drives (instead of typical RV reducers). Therefore, we did not incorporate the service life costs of the last three joints into the trajectory planning algorithm. The motor speed limits and the motor torque limits for these joints, however, are still considered in the optimization problem.

The robot tool center point (TCP) path used to test the proposed life-maximum trajectory planner is illustrated in Fig. 1. The initial trajectory of the planner is set to have constant speed in the parametric space. Namely, the velocity terms $\{s_k\}$ are equal to $10^{-15}$, while the position terms $\{v_k\}$ are such that the difference between the consecutive variables is $10^{-15}$. This initialization is feasible since it behaves exactly like the original trajectory. An alternative way to initialize the optimization is to start with a random point and solve a feasibility problem [15]. The feasibility problem has at least one solution which is the original trajectory.

Fig. 3 and Fig. 4 show, respectively, the TCP trajectories and the joint space trajectories obtained from the initial setting and the proposed trajectory planning method. Since the estimated reducer life is proportional to the torque to the power of $10^{-15}$, it is expected that the trajectory planner would prefer to minimize the amplitude of the motor torques whenever the motor speed is nonzero. For example, due to the gravity effect, the torques required for driving the robot moving upward would be larger than the torques required for driving the robot moving downward. Therefore, the trajectory planner will slow down the first part of the trajectory and speed up the last part of the trajectory. To clearly illustrate the effectiveness of the proposed method, a point-to-point mapping from the initial trajectory to the life-maximum trajectory is visualized in Fig. 5.

Fig. 6 and Fig. 7 show, respectively, the instantaneous costs $J_{k}^{(i)}$ and the cumulative costs $\sum_{k} J_{k}^{(i)}$ for the first three joints. It is seen that the joint $J_3$ has the largest costs (i.e., the shortest expected life) in the initial trajectory. Therefore, the planner would prefer to minimize the cost for the joint $J_3$ because it plays the important role of determining the reducer service life.

Table II compares the reducer service lives between the initial trajectory and the life-maximum trajectory. As expected, the proposed trajectory planner improved the worst-case service life (which happens on the joint $J_3$) by 10.5%.

However, the service lives for the joints $J_1$ and $J_2$ are degraded as a trade-off. Note that since the optimizer tends to improve the service life only for the joint $J_3$ (the worst one), it will not take into account the compromise made by the joints $J_1$ and $J_2$. It may not be a good design when the average life of all robot joints is an important issue. In this case, it is possible to replace the cost function in (11) with the following one to address the problem:

$$\max_{z,v} \sum_{i \in I} \left( \sum_{k=1}^{K} J_k^{(i)}(z_k, v_k) \right)^{-1}$$

Table III compares the CPU times of solving the program (11) with the standard SQP and the SQP with modified subproblem (13). It is seen that the modified program leads to substantial savings in the computation by taking advantage of the sparsity in the Hessian matrix. More precisely, the computational time of proposed formulation increases linearly with the number of partition points $K$. This result follows from the fact that the Hessian matrix in the modified program can be computed by $K$ small sized Hessian matrices.

---

**TABLE I**

SPECIFICATION OF THE FANUC M-16iB ROBOT

<table>
<thead>
<tr>
<th>Joint</th>
<th>Maximum Torque (Nm)</th>
<th>Maximum Motor Speed (rpm)</th>
<th>Maximum Reducer Speed (rpm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>J1</td>
<td>1396.5</td>
<td>4000</td>
<td>10</td>
</tr>
<tr>
<td>J2</td>
<td>1402.3</td>
<td>4000</td>
<td>50</td>
</tr>
<tr>
<td>J3</td>
<td>382.7</td>
<td>5000</td>
<td>60</td>
</tr>
<tr>
<td>J4</td>
<td>45.2</td>
<td>5000</td>
<td>60</td>
</tr>
<tr>
<td>J5</td>
<td>44.6</td>
<td>5000</td>
<td>60</td>
</tr>
<tr>
<td>J6</td>
<td>32.5</td>
<td>5000</td>
<td>60</td>
</tr>
</tbody>
</table>

**TABLE II**

COMPARISON OF EXPECTED REDUCER SERVICE LIVES (UNIT: K HOURS)

<table>
<thead>
<tr>
<th>Trajectory Type</th>
<th>J1</th>
<th>J2</th>
<th>J3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Trajectory</td>
<td>1716.4</td>
<td>203.4</td>
<td>22.9</td>
</tr>
<tr>
<td>Life-maximum Trajectory</td>
<td>658.7</td>
<td>126.6</td>
<td>25.3</td>
</tr>
</tbody>
</table>

---

The initial trajectory of the planner is set to have constant speed in the parametric space. Namely, the velocity terms $\{s_k\}$ are equal to $10^{-15}$, while the position terms $\{v_k\}$ are such that the difference between the consecutive variables is $10^{-15}$. This initialization is feasible since it behaves exactly like the original trajectory. An alternative way to initialize the optimization is to start with a random point and solve a feasibility problem [15]. The feasibility problem has at least one solution which is the original trajectory.

Fig. 3 and Fig. 4 show, respectively, the TCP trajectories and the joint space trajectories obtained from the initial setting and the proposed trajectory planning method. Since the estimated reducer life is proportional to the torque to the power of $10^{-15}$, it is expected that the trajectory planner would prefer to minimize the amplitude of the motor torques whenever the motor speed is nonzero. For example, due to the gravity effect, the torques required for driving the robot moving upward would be larger than the torques required for driving the robot moving downward. Therefore, the trajectory planner will slow down the first part of the trajectory and speed up the last part of the trajectory. To clearly illustrate the effectiveness of the proposed method, a point-to-point mapping from the initial trajectory to the life-maximum trajectory is visualized in Fig. 5.

Fig. 6 and Fig. 7 show, respectively, the instantaneous costs $J_{k}^{(i)}$ and the cumulative costs $\sum_{k} J_{k}^{(i)}$ for the first three joints. It is seen that the joint $J_3$ has the largest costs (i.e., the shortest expected life) in the initial trajectory. Therefore, the planner would prefer to minimize the cost for the joint $J_3$ because it plays the important role of determining the reducer service life.

Table II compares the reducer service lives between the initial trajectory and the life-maximum trajectory. As expected, the proposed trajectory planner improved the worst-case service life (which happens on the joint $J_3$) by 10.5%.

However, the service lives for the joints $J_1$ and $J_2$ are degraded as a trade-off. Note that since the optimizer tends to improve the service life only for the joint $J_3$ (the worst one), it will not take into account the compromise made by the joints $J_1$ and $J_2$. It may not be a good design when the average life of all robot joints is an important issue. In this case, it is possible to replace the cost function in (11) with the following one to address the problem:

$$\max_{z,v} \sum_{i \in I} \left( \sum_{k=1}^{K} J_k^{(i)}(z_k, v_k) \right)^{-1}$$

Table III compares the CPU times of solving the program (11) with the standard SQP and the SQP with modified subproblem (13). It is seen that the modified program leads to substantial savings in the computation by taking advantage of the sparsity in the Hessian matrix. More precisely, the computational time of proposed formulation increases linearly with the number of partition points $K$. This result follows from the fact that the Hessian matrix in the modified program can be computed by $K$ small sized Hessian matrices.
TABLE III
A QUANTITATIVE COMPARISON OF DIFFERENT SQP FORMULATIONS

<table>
<thead>
<tr>
<th>K</th>
<th>Standard SQP (SEC)</th>
<th>SQP with (13)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>42.1</td>
<td>9.5</td>
</tr>
<tr>
<td>20</td>
<td>184.0</td>
<td>21.2</td>
</tr>
<tr>
<td>30</td>
<td>404.2</td>
<td>27.7</td>
</tr>
<tr>
<td>50</td>
<td>1185.6</td>
<td>51.3</td>
</tr>
<tr>
<td>100</td>
<td>3615.2</td>
<td>103.1</td>
</tr>
</tbody>
</table>

VI. CONCLUSIONS

This paper presented a path-constrained trajectory planning method for optimizing the robot service life. The trajectory planner was formulated as an optimization problem and was solved by a modified version of SQP. The complexity of the proposed optimization solver is linear with respect to the trajectory length. Experimental results on FANUC M16iB robot showed that the proposed method can improve the expected worst-case service life by approximately 10%.
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